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Apparent motion of the surroundings on an agent’s retina can be used to navigate through cluttered environments, avoid collisions with obstacles, or track targets of interest. The pattern of apparent motion of objects, (i.e., the optic flow), contains spatial information about the surrounding environment. For a small, fast-moving agent, as used in search and rescue missions, it is crucial to estimate the distance to close-by objects to avoid collisions quickly. This estimation cannot be done by conventional methods, such as frame-based optic flow estimation, given the size, power, and latency constraints of the necessary hardware. A practical alternative makes use of event-based vision sensors. Contrary to the frame-based
approach, they produce so-called events only when there are changes in the visual scene.

We propose a novel asynchronous circuit, the spiking elementary motion detector (sEMD), composed of a single silicon neuron and synapse, to detect elementary motion from an event-based vision sensor. The sEMD encodes the time an object’s image needs to travel across the retina into a burst of spikes. The number of spikes within the burst is proportional to the speed of events across the retina. A fast but imprecise estimate of the time-to-travel can already be obtained from the first two spikes of a burst and refined by subsequent interspike intervals. The latter encoding scheme is possible due to an adaptive nonlinear synaptic efficacy scaling.

We show that the sEMD can be used to compute a collision avoidance direction in the context of robotic navigation in a cluttered outdoor environment and compared the collision avoidance direction to a frame-based algorithm. The proposed computational principle constitutes a generic spiking temporal correlation detector that can be applied to other sensory modalities (e.g., sound localization), and it provides a novel perspective to gating information in spiking neural networks.

1 Introduction

Both animals and humans move most of the time while interacting with the world. This self-induced motion (i.e., ego motion), generates continuous change in the retinal image of the animal or human. While the encoding of motion in insects (e.g., flies and bees) is done with graded potential (modeled with the classical Reichardt detector, Hassentstein & Reichardt, 1956; Borst & Helmstaedter, 2015), dedicated structures in the mammalian brain encode motion information using action potentials (i.e., spikes). However, the precise mechanisms and circuitry to encode motion in cortical structures remain elusive and are subject to ongoing research (Foster, Gaska, Nagler, & Pollen, 1985; Priebe, Lisberger, & Movshon, 2006; Perrone & Thiele, 2002; Rokszin et al., 2010). We know that spikes are dominant mode of communication of information in the vertebrate nervous system. Hence, elementary motion is expected, in principle, to be encoded with spikes at some processing stage. The classical elementary motion detector (EMD) model (Hassentstein & Reichardt, 1956) does not account for spike-based motion estimation.

First-order motion (i.e., elementary motion) can be described by the characteristic pattern of changes of brightness induced by the motion of objects in the visual scene. This pattern is called optic flow (Gibson, 1950, 1979). During translational movements, a nearby object appears to move faster than its background. This apparent motion of objects during translational ego motion provides spatial information about the environment, which can be exploited to construct a map based on the relative distances (Bertrand,
Lindemann, & Egelhaaf, 2015; Faessler et al., 2016) and avoid collisions with obstacles while navigating through an environment (Milde, Bertrand, Benosman, Egelhaaf, & Chicca, 2015; Clady et al., 2014; Kramer, Sarpeshkar, & Koch, 1997; Serres & Ruffier, 2017; Bertrand et al., 2015; Mueller, Bertrand, Lindemann, & Egelhaaf, 2018; Zingg, Scaramuzza, Weiss, & Siegwart, 2010). Furthermore, optic flow has been used in conventional frame-based machine learning applications to segment images (Weinzaepfel, Revaud, Harchaoui, & Schmid, 2013; Chen, Papandreou, Kokkinos, Murphy, & Yuille, 2016), classify objects in videos (Rahtu, Kannala, Salo, & Heikkilä, 2010), and perform tracking (Manen, Kwon, Guillaumin, & Van Gool, 2014).

Most algorithms processing optic flow–based information rely on frames acquired from conventional imaging sensors. However, successive images in a video do not change at every pixel location. Thus, these algorithms perform unnecessary computation due to the redundancy in the data. The computational cost can be lowered by using event-based vision sensors (Posch, Matolin, & Wohlgemant, 2010; Lichtsteiner, Posch, & Delbruck, 2008; Brandli, Berner, Yang, Liu, & Delbruck, 2014; Posch, Serrano-Gotarredona, Linares-Barranco, & Delbruck, 2014; Son et al., 2017). These sensors have the advantage that only changes in temporal contrast, encoded as events, trigger the generation of data, thereby providing a sparse coding of the visual input. Optic flow estimation can take advantage of this sparse representation, as already demonstrated by several studies (Benosman, Clercq, Lagorce, Ieng, & Bartolozzi, 2014; Benosman, Ieng, Clercq, Bartolozzi, & Srinivasan, 2011; Liu & Delbruck, 2017; Conradt, 2015; Rueckauer, & Delbruck, 2016), especially when the asynchronous encoding scheme is maintained, hence preserving precise timing (i.e., very low latencies), and “pseudo-simultaneity” (Camunas-Mesa et al., 2012).

Unlike synchronous processing, which is performed in a serial manner (as in a CPU or microcontroller), asynchronous computing, similar to neural computing in the biological brain, naturally preserves temporal information without the need to explicitly encode time and offers the advantages provided by distributed and fully parallel computation.

Neuromorphic processing systems, especially mixed-signal (analog/digital) ones, combine all the aforementioned properties and are thus well suited to operate on event-based data. Further advantages are provided by neuromorphic processors operating in the sub-threshold regime (Mead, 1989). The current flowing across a transistor that is operated in the subthreshold range depends exponentially on the voltage supplied to the gate of the transistor. This exponential relationship is needed to model transfer characteristics found in biological neurons and synapses. In analog subthreshold neuromorphic processors, this exponential transfer characteristic can be implemented with a single transistor in contrast to digital superthreshold systems, in which a high computational load is required (Partzsch et al., 2017). Neuromorphic sensory-processing systems are perfectly suited to be incorporated in autonomous agents in order to
estimate optic flow from visual input. Such an agent could be a flying, walking, or wheeled robot, which should, depending on the field of application, be capable of navigating autonomously in any given environment. This kind of agent is required especially in the context of search and rescue missions, where not only size represents a crucial constraint but also the payload (Calisi, Farinelli, Iocchi, & Nardi, 2007; Ko & Lau, 2009). Especially the latter directly affects the agent’s operation time. Asynchronous neuromorphic sensory-processing systems provide solutions that have been shown to scale with power consumption, in contrast to conventional synchronous GPU-based solutions (tens of mW versus hundreds of W). Furthermore, their inherent parallel computing architecture makes them even better suited for scaling up due to their distributed computation.

Our work shows how a spike-time-dependent gain modulation of the well-known differential pair integrator (DPI) synapse (Bartolozzi & Indiveri, 2007) adaptively scales the synaptic efficacy. This adaptive synaptic efficacy (ASE) scaling enables a downstream neuron to encode the time-to-travel between two spatially adjacent inputs (e.g., pixels) into an instantaneous burst of spikes. The ASE circuit in combination with a DPI synapse and an adaptive, exponential leaky integrate-and-fire (LIF) neuron (Indiveri, Chicca, & Douglas, 2006) describe the spiking elementary motion detector (sEMD) presented here. The time-to-travel is inversely proportional to the amplitude of optic flow. The size and duration of the burst produced by the LIF neuron directly reflect the temporal correlation of two spatially adjacent inputs: the closer in time the two spikes arrive relative to each other, the more the neuron spikes. We will show in detail how the sEMD can be modeled in software and how the principle can be further abstracted and emulated in mixed-signal neuromorphic circuits (hardware). Further, we will demonstrate that the sEMD can be used to extract a collision avoidance direction of a moving robotic agent in an outdoor cluttered environment. The proposed circuitry might constitute a possible connectivity scheme of how biological synaptic structures are organized in order to estimate temporal correlation from discrete action potentials.

1.1 Event-Based Optic Flow Estimation. Event-based algorithms use temporal contrast changes to estimate optic flow. These changes are detected asynchronously by so-called event-based vision sensors, which send an event whenever the light intensity changes by a sufficient amount (see section 2.1). Approaches to estimating event-based optic flow developed during the last three decades range from the gradient-based method using the Lukas-Kanade (Lucas & Kanade, 1981) algorithm (Benosman et al., 2011), local-plane fitting (Brosch, Tschechne, & Neumann, 2015; Milde et al., 2015), or relational networks (Martel, Chau, Dudek, & Cook, 2015) to correlation-based methods based on either delay lines (Horiuchi, Lazzaro, Moore, & Koch, 1991; Horiuchi, Bair, Bishopberger, Lazzaro, & Koch, 1992),
block matching of event frames (Liu & Delbruck, 2017), or the time-to-travel algorithm (Kramer, Sarpeshkar, & Koch, 1995).

This work proposes a novel correlation-based motion detection scheme for analog very large scale integration (aVLSI) systems inspired by the time-to-travel algorithm (Kramer, Sarpeshkar, & Koch, 1995). As stated earlier, the time-to-travel of events across the retina is inversely proportional to the relative velocity. Kramer and colleagues (Kramer, Sarpeshkar, & Koch, 1995, 1996, 1997) converted a fast brightness change into a single current pulse using a temporal edge detector circuit. In Kramer’s temporal edge detector circuit, a current pulse was fed to a pulse-shaping circuit, which produced a slow, monotonic, decaying voltage signal. The respective pulse produced by a pixel $x$ acts as a so-called facilitation pulse, while a pulse of the neighboring pixel $x+1$ triggers the measurement (i.e., the trigger pulse). The time to travel is directly encoded in the absolute output voltage of the circuit. The voltage is set by the relative time of the facilitation to the trigger pulse and stored using a standard sample-and-hold circuit (Kramer et al., 1997). As soon as the measurement is triggered, the trigger pulse causes positive feedback, which ultimately resets the circuit to its resting state.

Conradt (2015) used the time-to-travel algorithm implemented on a microcontroller to extract optic flow directly from a dynamic vision sensor (DVS). Events produced by the DVS are time-stamped and used to compute the $\Delta t$ between adjacent pixels in order to extract the time-to-travel. This approach has the advantage that motion estimation is possible within a wide dynamic range of velocities. However, it has the drawback that the time-to-travel is encoded as a fixed-point number, which cannot directly be used by a neuromorphic processor.

Giulioni, Lagorce, Galluppi, and Benosman (2016) used an event-based vision sensor connected to a mixed signal analog/digital neuromorphic processor in order to estimate optic flow in a more biologically plausible manner with low-power and low-latency requirements. They used the same time-to-travel idea as originally proposed by Kramer et al. (1995). Their circuit motif can be summarized by feedforward inhibitory connections to direction-selective neurons as identified by Barlow and Levick (1965). The time-to-travel is expressed by the number of spikes a so-called elementary motion unit (EMU) emits. Four EMUs share one facilitation neuron, which is connected with excitatory synapses to four direction-selective cells (one for each cardinal direction). Each direction-selective unit has one additional trigger neuron connected to an inhibitory synapse. The time for which one of the four direction-selective neurons is active with respect to the facilitation neuron’s activity encodes the relative velocity of a stimulus.

We propose a novel motion extraction mechanism, which we call the spiking elementary motion detector (sEMD). Similar to Conradt (2015) and Giulioni et al. (2016), we decouple the motion estimation from the sensor, in contrast to Kramer et al. (1995). This enables us to use various event-based vision sensors and identify the best-suited one, given the constraints of our
task. Conradt (2015) used a synchronous processor (i.e., a microcontroller), to calculate the time-to-travel. As argued earlier, synchronous processors in principle can operate on event-based data, but the processor does not have the intrinsic distributed and parallel nature that would be needed to optimally exploit the sparsity and asynchronicity of event-based data. Like Giulioni et al. (2016), we emulated the motion detector in mixed-signal analog/digital neuromorphic hardware and processed events coming from an event-based vision sensor using artificial neurons and synapses. By doing so, we make the motion estimate easily available to a downstream network of spiking neurons. While Giulioni et al. (2016) needed 9 neurons and 8 synapses to realize a full motion detection unit (i.e., a 4-way motion detector), our implementation consists only of 4 neurons, 4 synapses, 12 additional transistors, and 4 capacitors. Thus, the sEMD requires less silicon area for its implementation, while encoding the time-to-travel in the number of spikes of the neuron, similar to Giulioni et al. (2016). The 12 transistors and 4 capacitors constitute 4 so-called adaptive synaptic efficacy (ASE) circuits (see section 2.3 for more details). This circuit adaptively scales the synaptic efficacy dependent on the relative timing of the trigger and the facilitation pulses. The essence of the computation of the proposed circuitry is to realize a temporal correlation detector, which is encoded by an instantaneous synaptic efficacy modulation. The synaptic efficacy modulation not only determines the absolute number of spikes produced by the neuron but also affects the interspike interval (ISI) distribution within a burst. In contrast to Giulioni et al. (2016), where the ISIs within a burst were kept constant, the ISIs within a burst in the sEMD response exponentially increase over time. This exponential increase enables the circuit to encode information about the time-to-travel already by the first two spikes of a burst. Thus, the sEMD can perform a fast but imprecise motion estimate with two spikes and provides a more accurate estimate within few milliseconds.

2 Methods

2.1 Neuromorphic Silicon Retina. Event-based vision sensors are fundamentally different from traditional cameras. Contrary to the frame-based approach, they produce data only when there are changes in the visual scene, which makes them inherently efficient. The event-driven nature of the sensors guarantees high temporal resolution (more than 1 million events per second Lichtsteiner et al., 2008) compared to standard cameras (24–60 frames per second, that is, about 0.4 to 1 million events per second with 128 × 128 pixel resolution).

The dynamic vision sensor (see Figure 1) used in this study has a 128 × 128 pixel resolution, an intrascene dynamic range of 2 lux to 100 klux, and a power consumption of 23 mW. The DVS pixel produces an event if a change in luminance bigger than about 10% occurs; ON-events encode positive changes while OFF-events are triggered by negative changes (for
Figure 1: The dynamic vision sensor. (a) Comparison of the same scene as seen by a conventional frame-based camera (top) and an event-based DVS camera (bottom). Note that the DVS only sees objects at locations where the temporal contrast changes (e.g., edges). To generate the DVS picture, events within a 35 ms time window were accumulated while the agent was moving translationally at 0.7 m/s. (b) The dynamic vision sensor (taken from DVS, 2009).

more details, see Lichtsteiner et al., 2008). Upon occurrence of an event, the corresponding pixel’s location (the $x$ and $y$ coordinates), the polarity of the event ($pol$, i.e., “on” or “off”), and a time stamp ($t$), are transmitted in the form of an address event representation (AER) event (see equation 2.1) (AER-Caltech-Memo, 1993; Mahowald, 1992, 1994). The AER protocol is an asynchronous handshaking protocol, where each event is written onto a common transmission bus, which is shared by all pixels on the chip:

$$e = (x, y, t, pol).$$

A DVS mounted on a mobile robotic platform emits events triggered by contrast changes produced by the boundaries of objects present in the environment. These events can be used to extract the relative motion of the objects due to the translational ego motion of the camera (see section 2.2).

2.2 Spiking Elementary Motion Detector in Software. We designed a spiking neural network in Brian2 (Goodman & Brette, 2008) for implementing spiking elementary motion detectors compatible with event-based vision sensors. The network in its simplest form processes the sensor’s events in order to filter out noise and extract relative motion from the stream of events. Each neuron in the network is described by the differential equation of a simple linear LIF neuron (Indiveri et al., 2006),

$$\frac{dV}{dt} = \frac{1}{C_m} \times (I_e - (I_{lk} + I_l) \times (1 - e^{\frac{-V}{\tau}})),$$
where $V$ is the membrane voltage of the neuron, $t$ is time, $C_m$ is the membrane capacitance, $U_t$ is the thermal voltage, $I_e$ is the excitatory current, $I_i$ is the inhibitory current, and $I_{lk}$ is the leak current. Following each presynaptic spike, the corresponding current is updated with a given synaptic weight $w$:

$$I_{syn} = I_{syn} + w.$$  (2.3)

All synaptic currents are described by a differential equation:

$$\frac{dI_{syn}}{dt} = -\frac{I_{syn}}{\tau},$$  (2.4)

where $I_{syn}$ is the synaptic current, $t$ is time, and $\tau$ is the time constant of the exponential decay of the excitatory post-synaptic current (EPSC).

2.2.1 Spatiotemporal Filtering. The DVS response is noisy and thus needs to be filtered. This noise is, on the one hand, due to shot noise, which triggers events without a cause (Lichtsteiner et al., 2008; Yang, Liu, & Delbruck, 2015). On the other hand, the DVS is, like any other neuromorphic hardware, prone to device mismatch\(^1\) (Pelgrom, Duinmaijer, & Welbers, 1989) and temperature sensitivity (Nozaki & Delbruck, 2017). The sources of noise result in noise events and so-called hot pixels—those that continually emit events. To prevent the noise from altering the motion detection, the first layer of the network implements a spatiotemporal filter for removing events that are isolated in time and space. A spatial neighborhood of $3 \times 3$ pixels of the DVS is selected. All pixels in one neighborhood are connected to a single spatiotemporal filtering neuron, which generates a spike only if at least six local contrast changes within the neighborhood are detected within 35 ms (see Figure 2a). The neuron’s parameters are set to guarantee that even when all pixels within the neighborhood are active within 35 ms, only one output spike is produced (see supplementary information Table 2).

This layer not only cancels out noise but also reduces the amount of data to be processed by downsampling the spatial resolution. The spatiotemporal filtering neurons help to ensure that the spikes fed into the sEMD neuron are triggered by a common cause, thus ensuring the presence of a change in contrast often due to a moving edge. The output of two neighboring spatiotemporal filtering neurons is used to estimate the time-to-travel.

2.2.2 Measuring Time-to-Travel with Spiking Neurons. We propose a novel mechanism for coding time-to-travel with spiking neurons. To illustrate the

\(^1\)Device mismatch is the response variability introduced to the electronic circuits due to imperfections in the manufacturing process. This leads to variability across all circuit blocks in an array.
Figure 2: The spiking elementary motion detector (sEMD) model in Brian2. (a) Nine DVS pixels are connected to one spatiotemporal filtering neuron. The spatiotemporal filter neuron emits a single spike only if six or more DVS pixels are active within 35 ms. Only a single sEMD neuron is depicted. Both spatiotemporal filter neurons—facilitation (green) and trigger (blue)—are connected via a normal synapse to the sEMD neuron. (b) The direction selectivity of the sEMD neuron is installed by modulating the synaptic efficacy of the trigger synapse (blue) by the EPSC of the facilitation synapse (green) (see equation 2.5). Only if neuron 1 spiked first and shortly before neuron 2 is the EPSC produced by neuron 2 strong enough to elicit spikes in the sEMD neuron. (c) Tuning curve of the sEMD. The number of spikes of the sEMD neuron distinguishes different $\Delta t$ between facilitation and trigger spikes.

principle, let us assume that we have two spatiotemporal filtering neurons and one sEMD neuron (see Figure 2a). The synaptic efficacy of the trigger synapse (blue) is determined by the EPSC of the facilitation synapse (green). The trigger synapse can only inject current into the neuron (i.e., produce an EPSC), if the synaptic current of the facilitation synapse is nonzero (see Figure 2b; compare the anti-preferred direction versus the fast motion). Otherwise, the spike, which is propagated along the trigger synapse, has no effect on the postsynaptic membrane potential (see Figure 2b, slow motion and anti-preferred). Furthermore, the synaptic weight of the facilitation synapse
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is set to guarantee that if there is no EPSC propagated along the trigger synapse, the sEMD neuron will not produce any output spikes (see Figure 2b, anti-preferred direction and slow motion). If the facilitating spatiotemporal filtering neuron spikes at \( t_0 \), the membrane potential rises. Further, if the trigger neuron emits a spike at \( 1 \text{ ms} < t_1 - t_0 < 80 \text{ ms} \), the EPSC of the facilitation synapse is nonzero (compare Figure 2b, antipreferred motion and fast motion). As a consequence, the sEMD neuron emits a burst of spikes where the number of spikes encode the time-to-travel. The synaptic weight of the trigger synapse \( (w_e^2) \) is multiplied by the synaptic current of the facilitation synapse \( (I_e^1) \) and added to the actual synaptic current of the trigger synapse \( (I_e^2) \):

\[
I_e^2 = I_e^2 + (w_e^2 \times I_e^1).
\]  

(2.5)

This leads to a nonlinear scaling of the EPSC (see equation 2.4) depending on the time-to-travel; in addition to providing motion perception, it also gives us a direction-selective mechanism for free. The sEMD neuron encodes the time-to-travel, which is represented by the \( \Delta t \) in the firing of the pre-synaptic spatiotemporal filtering neurons. This \( \Delta t \) is converted into an instantaneous burst of spikes (see Figure 2c). In our example, a stimulus moving from right to left does not produce any output spikes; the membrane voltage stays below the spiking threshold \( V_{\text{th}} \) (see Figure 2b, antipreferred). This is due to the multiplication of the synaptic weight \( w_e^2 \) with the synaptic current \( I_e^1 \), which is zero in this case.

We showed that the sEMD implemented in software is able to encode the time-to-travel of events produced by an edge moving in the visual field of an event-based sensor (see Figure 2).

2.3 Spiking Elementary Motion Detector in Hardware. The sEMD features a direction-selective nonlinear scaling mechanism of synaptic currents. The application of this motion detection scheme to robotic sensory-motor tasks poses strong constraints on latency, power consumption, and, in some cases, size and weight (e.g., in mini- and flying robots). We address these constraints by using subthreshold neuromorphic solutions not only at the sensor but also at the computation level. The subthreshold operation of the circuit produces very small currents (on the order of nano-amperes), resulting in low-power consumption. In this regime, the transfer function of the transistor is exponential, providing a powerful tool for the implementation of biological models at low “cost” (power consumption and silicon area), given the otherwise high computational cost of the exponential function (Partzsch et al., 2017). Therefore, we designed a circuit implementing the sEMD model described in section 2.2 and fabricated it (see Figure 3, left) using the standard Austria microsystems (AMS) 180 nm CMOS technology. The resulting chip comprises an array of eight sEMD blocks (see...
Figure 3: (Left) Overview of the spiking elementary motion detector (sEMD) test chip. The sEMD chip is interfaced by a Raggedstone 2 (Raggedstone2, 2017) board, containing a Spartan 6 FPGA. The FPGA is interfaced by the FX2 USB board (Fasnacht, Whatley, & Indiveri, 2008) in order to set biases and stimulate and record activity. (Right) Detailed schematics of the sEMD. The three computational blocks of the sEMD are shown in green (ASE), blue (DPI synapse), and pink (DPI neuron). The ASE block receives the facilitation pulse (red) as input at the gate of $M_1$ and outputs the voltage $V_{ase}$ to the gate of transistor $M_6$ (threshold) of the differential pair integrator (DPI) synapse. The voltages $V_{eff}$ and $V_{rec}$ determine the amplitude and recovery rate of the $V_{ase}$ voltage. The DPI synapse is turned on by receiving the trigger pulse at the gate of the $M_4$ transistor. The resulting output is the EPSC $I_{syn}$, whose amplitude is set by the voltages $V_{wef}$ and $V_{ase}$, and $V_{tau}$ controls the time constant of recovery. The output current $I_{syn}$ is injected into the neuron ($I_{in}$). The neuron integrates the incoming current and starts spiking once the membrane potential rises above its threshold set by the voltage $V_{thr}$. The leak and the refractory period of the neuron can be set by the corresponding voltages $V_{leak}$ and $V_{ref}$. The NMDA-block and the adaptation block are turned off and not used in this study. For details, see Indiveri et al. (2006).

Figure 3, right). In order to stimulate and characterize the sEMD test chip, we used the pyNCS framework (Stefanini, Neftci, Sheik, & Indiveri, 2014). The differential pair integrator (DPI) silicon synapse (Bartolozzi & Indiveri,
the short-term adaptation circuit proposed in Ramachandran, Weber, Aamir, and Chicca (2014), and the DPI adaptive, exponential LIF neuron (Indiveri et al., 2006) are used as building blocks for the implementation of the sEMD model in hardware (see Figure 3).

2.3.1 Adaptive Synaptic Efficacy Circuit. Short-term plasticity, influencing the strength of the synapse (Markram, Pikus, Gupta, & Tsodyks, 1998), can be classified by polarity: short-term depression reduces the synaptic strength, and short-term facilitation increases the synaptic strength. Circuits modeling short-term plasticity are normally connected to the gate of the weight transistor of a synapse. We, however, used a simple neuromorphic short-term depression circuit presented in Ramachandran et al. (2014) to alter the synaptic efficacy independent of the weight. Hence, we call this block adaptive synaptic efficacy (ASE) circuit hereafter. In response to the incoming spike (event/pulse), the ASE circuit alters the synaptic efficacy and offers an independent control over the recovery rate of the efficacy. In our architecture, the ASE circuit receives the first input event and thus facilitates the motion estimate. The ASE circuit features a weight, \( w_{ase} \), as well as a time constant, \( \tau_{ase} \), set by \( V_{eff} \) and \( V_{rec} \), respectively (see Figure 3). Both biases affect the output voltage of the ASE circuit in response to a pre-synaptic spike. The output voltage of this circuit is provided as a gate voltage to the threshold transistor of the DPI synapse as shown in the block diagram (see Figure 3).

2.3.2 Synapse Circuit. The DPI synapse presented in Bartolozzi and Indiveri (2007) is one of the most used synapses in subthreshold neuromorphic chips. In response to the presynaptic input spikes (events/pulses), the DPI synapse gives an exponential decaying EPSC as its output depending on the parameter setting (see Figure 3). The weight, \( w_{dpi} \), which is set by \( V_{wei} \) of the synapse, determines the amplitude of the EPSC evoked during a pre-synaptic spike, whereas the time constant \( \tau_{dpi} \), which is set by \( V_{tau} \), dictates the temporal evolution of the EPSC in between the pre-synaptic spikes. The DPI synapse has a threshold bias. The transistor that sets the synapse’s threshold is usually employed to implement any global computation that affects the EPSC of the synapse, such as the homoeostasis mechanism. In fact, a voltage supplied to the gate of the threshold transistor scales the amplitude of the resulting EPSC along with the \( w_{dpi} \) associated with the synapse circuit (see Figure 3). To realize a quarter-way motion detector, we used one DPI synapse that acts as a trigger pulse generator. To facilitate a motion estimate, we use an ASE block connected to the threshold of the corresponding synapse.

2.3.3 Neuron Circuit. We used the adaptive exponential LIF neuron circuit presented in Indiveri et al. (2006). The neuron integrates the incoming synaptic current, which charges its membrane capacitor \( C_{mem} \) (see Figure 3).
Furthermore, the silicon neuron offers a tunable leakage current, as well as a spiking threshold. All biases to tune the neuron’s behavior can be set externally and are stored on chip once they are loaded. If the membrane voltage surpasses the spiking threshold value, a positive feedback loop is activated, during which $C_{\text{mem}}$ is quickly charged. Consequently, the neuron consumes very little power during the spike generation (Indiveri et al., 2006). Right after the spike generation, the membrane potential is reset to zero by enabling the reset transistor ($M_{15}$), and then the refractory period kicks in. The length of the refractory period is also determined by an external bias ($V_{\text{ref}}$), which sets the gate voltage of the refractory transistor $M_{21}$. The current through the refractory transistor discharges $C_{\text{ref}}$ and slowly turns off the reset transistor $M_{15}$, thus preventing the neuron from eliciting another spike. In our implementation, the refractory period is set to approximately 1 ms (see supplementary information Table 3 for a detailed list of parameters used in this study). We tuned the parameters of the neuron so that no spike is elicited in response to small EPSCs; however, the neuron spikes for large-input currents.

The ASE circuit determines the amplitude of the EPSC generated by the DPI synapse, which causes spiking output of the neuron. Therefore, the firing rate of the neuron is determined by the threshold value of the synapse, which in turn depends on the time-to-travel of the event across the focal plane. It should be noted that the DPI synapse receives events independent of the ASE circuit. In this way, the sEMD circuit obtains a direction-selective response and encodes the time-to-travel in its spiking output.

3 Results

To characterize the circuit’s response to simple and well-controlled stimuli, we used a single facilitation pulse and (in contrast to typical usage) multiple trigger pulses (as defined in section 1.1) with different timing, as shown in Figure 4. Before the facilitation pulse is provided, the output voltage of the ASE circuit ($V_{\text{ase}}$) is at its resting level (0.9 V; see Figure 4, ASE). As soon as the facilitation pulse is sent to the gate of $M_{1}$, the ASE circuit’s capacitor ($C_{\text{ase}}$) is quickly charged, and the ASE circuit’s output voltage drops to 0.4 V (see Figure 4, ASE). The size of the voltage drop is set by the gate voltage of the $M_{2}$ transistor. As soon as $V_{\text{out}}$ deviates from its resting level, the current through the $M_{3}$ transistor starts discharging the capacitor again. The time constant of the recovery of $V_{\text{out}}$ to its resting voltage is set by the gate voltage $V_{\text{rec}}$ of $M_{3}$. The output voltage of the ASE circuit is connected to the gate of the threshold transistor ($M_{6}$) of the DPI synapse (see Figure 3), therefore modulating the synaptic efficacy. The trigger pulses are provided to the gate of $M_{4}$ of the DPI synapse at eight different times relative to the facilitation pulse (Figure 4; AER input, $\Delta t = 2, 12, 22, 32, 42, 52, 62, 72$ ms). The relative time between the facilitation and the trigger pulse represents the time-to-travel (for more details, see section 1.1). The trigger pulse is used as input
Figure 4: Adaptive synaptic efficacy (ASE) circuit’s response and its effect on the DPI’s efficacy. Voltage traces of both circuit blocks in response to different $\Delta t$. The synaptic weight, $w_{dpi}$ set by the gate voltage of $M_5$, is unaltered. The synaptic efficacy is determined by the threshold voltage, which in turn is set by the ASE’s output voltage. The biases of the sEMD circuit were set to emphasize its response. The DPI time constant is usually in the range of a few tens of milliseconds.

To the DPI synapse, generating an output current that is a function of the output voltage ($V_{ase}$). A short time-to-travel results in a low $V_{ase}$ at the time of the trigger pulse, which in turn produces a large change in the DPI’s output voltage. Hence, the amplitude of the output EPSC is also large. A longer time-to-travel produces a smaller EPSC amplitude.

The increase in amplitude of the resulting EPSC follows a multiplicative effect on top of the amplitude set by the gate voltage of $M_5$ ($V_{net}$) of the synapse. The time constant of EPSC is determined by the gate voltage of $M_8$ ($V_{tau}$) of the synapse and is unaffected by the $V_{ase}$. Therefore, the downstream neuron can integrate more current and thus elicit more spikes.

To show this effect, we stimulated the circuits with two time-to-travel ($\Delta t = 2, 20$ ms) and observed the neuron’s spiking behavior in terms of the number of spikes elicited, as well as the duration of the burst (see Figure 5, Neuron). The gate voltage of $M_6$ (Figure 5, ASE) is at 0.45 V and 0.65 V when the respective trigger pulses arrive at the DPI synapse. Thus, the resulting EPSC amplitude is larger at $\Delta t = 2$ ms compared to $\Delta t = 20$ ms (see
Figure 5: Membrane potential of an example neuron in response to two different $\Delta t$ between facilitation and trigger pulse. Note that not only the number of spikes but also the burst length is set by the relative timing of the pulses. The biases of the sEMD circuit were set to emphasize its response. Burst duration usually does not exceed 10 ms, and the DPI time constant is in range of few tens of milliseconds.

Figure 5, DPI). Since the ASE circuit is not connected to the neuron, the facilitation pulse has no effect on the membrane potential (see Figure 5, Neuron). Only the DPI can inject current into the neuron when $M_4$ receives the trigger pulse at its gate. The larger EPSC amplitude for smaller $\Delta t$ results in more spikes (26 within 35 ms at $\Delta t = 2$ compared to 22 within 25 ms at $\Delta t = 20$).

We conducted this experiment to demonstrate the mode of operation of the sEMD in its simplest form and provide an intuitive understanding of the impact of different voltage levels on the sEMD’s response. The amplitude of the EPSC that is provided to the neuron as $I_{in}$ was found to be scaled depending on the output voltage $V_{ase}$, as intended by design. The gate voltage $V_{tau}$ of $M_8$ is fixed, and thus the amount of current injected into the neuron is determined only by the amplitude of the EPSC. The neuron integrates this current and varies its response in terms of the number of spikes accordingly.

To further characterize the sEMD circuit and obtain the full tuning curve (neuron response versus time-to-travel), we systematically varied the relative time between the facilitation and trigger pulse ($\Delta t$) and measured the
Figure 6: Tuning curves of the sEMDs. Number of spikes within a burst for each sEMD neuron is calculated for 20 stimulus presentations. The respective mean and standard deviation are calculated. The mean represents the deviations in responses across the neuron array resulting from device mismatch in our chip. The error bars indicate intraneuron response variability and could be due to thermal noise. The intraneuron response variability is less than 0.4 spikes during a burst.

number of spikes within a burst, the burst’s duration, as well as the ISI distribution within a burst. The relative timing of the two pulses was varied from 2 ms to 70 ms with a 2 ms step size. The biases, which are shared among all eight sEMD circuits, were tuned for neuron 0 and kept fixed through all recordings (a detailed list of biases used can be found in the supplementary information, Table 3). Most sEMD neurons show a flattened tuning profile for short $\Delta t$, whereas all of them exhibit a linear encoding for intermediate $\Delta t$ and a saturation region for large $\Delta t$ (see Figure 6). All eight test circuits consistently show higher spiking activities for smaller $\Delta t$, in contrast to larger $\Delta t$ which generate fewer spikes. We find that the slope for small time-to-travel (approximately smaller than 20 ms) is less steep compared to the slope for intermediate time-to-travel. This provides an optimal resolution at the operation regime of the circuit while maintaining a wide
dynamic range. It should be noted that the operation range is mainly set by the time constants of the ASE circuit and the DPI synapse, $V_{\text{rec}}$ and $V_{\tau}$, respectively, which makes it easy to adjust the dynamic range to meet the operation range needed for any given task. With the current bias setting the sEMD has a dynamic range of 34 dB—in other words, 2.4 to $85^\circ/s$. Overall we tested the circuit with a variety of biases and were able to distinguish $\Delta t$ ranging from 10 ns up to hundreds of ms. The time constants of the ASE and DPI circuit ultimately determine the current that is injected into the post-synaptic neuron. The refractory period of the neuron defines the maximum number of spikes and the shortest interspike interval the neuron could potentially generate given the input current. Thus, the refractory period and other parameters, such as the neuron’s leakage or threshold, modulate the sEMD’s response. The instantaneous frequency, which is defined as the number of spikes within a burst divided by the duration of the burst, is not informative since the neuron is only sparsely active and only for a very short amount of time (less than 10 ms).

To characterize the variability of the responses due to thermal noise, we calculated the mean and standard deviation of each neuron across 20 stimulus sweeps (see Figure 6). We also looked into the variations in the circuit responses across the array due to device mismatch effects and plotted the population tuning curve (see Figure 7). It is worth mentioning that circuit blocks 0 and 7 are physically located at the border of the silicon area, and the mismatch tends to be larger in these areas due to corner effects (Pavasović, Andreou, & Westgate, 1994). The effect of mismatch is clearly visible in neurons 0 and 7, which show different profiles of spiking activity compared to the rest (see Figure 6).

The instantaneous bursting response shows clearly how the precise timing of incoming spikes can be translated in order to further process the motion information. We operate the circuit and its transistors in the subthreshold regime, which, as stated earlier, yields an exponential relationship between the gate voltages and the current flowing through each transistor. Additionally, the efficacy modulation of the synapse follows a multiplicative effect. We expected to see this nonlinear scaling reflected in the tuning profile of the sEMD; however, we could only find it slightly reflected at the population response level. We thus investigated the burst more carefully in terms of its ISI distribution and found that the nonlinear scaling is indeed preserved in the temporal evolution of the ISI within a burst (see Figure 8).

A very short time-to-travel ($\Delta t < 20$ ms) saturates the neural response to its refractory period. After a few spikes into the burst, the ISI tends to increase exponentially until all provided current is integrated and translated into spikes. The ISI increases exponentially over time, longer times-to-travel elicit larger ISIs, fewer spikes, and shorter burst durations. For longer time-to-travel ($\Delta t > 20$ ms), the first two spikes carry enough information to estimate motion on a coarse scale (see Figure 8, gray and black curve). This way of encoding information in the neuronal response has not been exploited so
Figure 7: Tuning curve of the sEMD population. Population response of an array of 8 sEMD neurons averaged over 20 stimuli presentations and 8 neurons. The mismatch (i.e., interneuron variability), represented by the error bars (~2 spikes), is larger than the intraneuron response variability (0.4 spikes). The population tuning curve, in contrast to a single tuning profile, shows an exponential decrease for large $\Delta t$, which results from mismatch. For intermediate $\Delta t$, the tuning curve becomes linear and steeper compared to short $\Delta t$. The different slopes of the tuning curve offer good velocity resolution while preserving high dynamic range.

far by any studies to our knowledge. We hypothesize that the two described information encoding schemes, namely, the number of spikes within a burst and the ISI distribution, can be seen as complementary; potential benefits from this superimposed scheme are discussed below (see section 5).

To summarize, we have shown that the sEMD mechanism can be implemented in a mixed-signal analog/digital neuromorphic chip, and we characterized it in both software and hardware implementations in terms of single-neuron responses. Our sEMD responds to any two events occurring spatially and temporally close to each other, even if the two events are not linked to physical motion. Second-order motion stimuli give, for example, an impression of movement, although nothing is physically moving. This class of stimuli results from changes in contrast, texture, or some other quality that does not result in an increase in luminance or motion
Figure 8: Interspike interval (ISI) distribution within a burst. ISI distribution for six different time-to-travel (4 ms, red dot; 8 ms, green square; 20 ms, pink triangle; 32 ms, blue diamond; 38 ms, gray dot; 46 ms, black square) within the burst of activity. The ISI is calculated as $ISI_n = t_n - t_{n-1}$. Thus, the x-axis indicates the respective spike pair. The first three stimuli (red dots, green squares, pink diamonds) make the underlying neuron fire at its maximum frequency right after the stimulus onset. However, the ISI tends to increase faster for longer $\Delta t$’s compared to smaller ones. Note that the neuron’s activity triggered by longer $\Delta t$ (blue diamonds, gray dots, and black squares) is slower (longer ISI of the first two spikes). This suggests that the precise timing is encoded not only in the instantaneous spiking activity but also in the relative distribution of the spikes within the burst and that the first two spikes are already informative about the presented velocity.

energy in the Fourier spectrum of the stimulus. Animals usually respond to second-order stimuli—for example, fly (Theobald, Duistermars, Ringach, & Frye, 2008), monkey (O’Keefe & Movshon, 1998), and human (Nishida et al., 2003). A large number of second-order motion stimuli exist but are not directly relevant for real-world tasks, such as collision avoidance, since for such a task, objects physically move. Thus, the systematic investigation of the response of the sEMD to second-order motion goes beyond the scope of this letter. Nevertheless, we can anticipate the response of the detector for a simple type of second-order motion, the Mu-line. For a Mu-motion (Lelkens & Koenderink, 1984), for each frame, a successive column of pixels is refreshed by random values (dark or bright). Our sEMD will interpret this as a time-to-travel if the pixel brightness of a given column and the successive column changes, and not otherwise. In the next section, we test this computational block in a real-world task, using a computer simulation of the sEMD, and testing the motion estimation mechanism on a moving wheeled robotic platform in open-loop.
4 Collision Avoidance in Outdoor Cluttered Environments

Since the current implementation on the test chip of the sEMD circuit had only eight circuits, we used computer simulations (see section 2.2) to verify the working behavior of our motion detection model in a real-world, open-loop robotic scenario.

A robot was remote controlled and steered on a straight line in the center between obstacles placed in an outside environment (see supplementary information, Figure S1). A standard webcam (see Figure 9, first column) and
a DVS (see Figure 9, second column) were mounted on the robot recording data during translational movement (see Figure 9, rows 1–3). Positive and negative contrast changes (i.e., ON- and OFF-events from the DVS) were elicited by boundaries of objects. The data file sizes of the events and the webcam images were 1 MB and 9 MB, respectively, with a total recording time of 10 seconds. The differences in file size illustrate the advantage of event versus frame-based methods in terms of the amount of data being generated and processed. To emphasize the edges of obstacles and reduce noise events as well as texture-induced events, we connected the DVS output to a layer of spatiotemporal filtering neurons (see Figure 9, third column, and section 2.2 for details). The activity of this layer was used by the sEMD neurons to extract optic flow (see Figure 9, fourth column) along the horizontal axis. The sEMD is capable of estimating rotational optic flow due to, for example, rotational ego motion. However, rotational optic flow only scales with the angular velocity and does not provide information about the distance to objects (Egelhaaf, Kern, & Lindemann, 2014). This information is crucial in the context of collision avoidance tasks; therefore, only translational optic flow can be used for ensuring collision-free movements. Each sEMD neuron encoded the time-to-travel across the retina into an instantaneous burst of spikes. The sEMD responded to time-to-travel from 1 ms to 80 ms. The lower limit was due to the simulation time step of 1 ms. The upper limit is set by the chosen parameter setting (see supplementary information Table 2). The maximal number of spikes within a burst was 38. The sEMD neurons emitted more spikes when the time-to-travel was short.

To test sEMD responses in the context of robotic navigation, we projected the neuronal activity to a winner-take-all (WTA). Since a high input rate to the WTA signals a close-by object, given constant translatory ego motion, we reversed the WTA response to select the inputs with the lowest activity. We call this a soft-inverse WTA layer, similar to Horiuchi (2009), in order to extract a collision avoidance direction. The relative position of an object in the visual field, as well as its relative nearness, was used to suppress neuronal activity in the soft inverse WTA. The activity in the soft inverse WTA layer is used to determine a steering direction, that is, a collision avoidance direction (see Figure 9, fourth column black bar). To evaluate the performance of the sEMD more systematically, we compared the output of the soft-inverse WTA using the sEMD (see Figure 10, dot-dashed orange line) as described above with the center-of-mass average nearness vector (COMANV) algorithm (Bertrand et al., 2015) along the entire robot’s trajectory. The COMANV algorithm has been shown to successfully estimate the collision avoidance direction in open- as well as closed-loop scenarios using

---

2 The webcam recorded 25 frames per second, and each frame was stored as PNG. The events are stored as a 32-bit floating-point python numpy array. No compression was used to store the events (.npy file format).
Figure 10: Comparison of conventional frame-based (solid dark gray), hybrid (dashed blue), and fully asynchronous event-based (dot-dashed orange) collision avoidance systems. Due to the retinotopic organization of the motion detector array, the collision-avoidance direction is given in pixels along the horizontal axis of the camera. A collision avoidance direction of zero indicates a straightforward motion. The obstacle corridor is indicated by the gray box. The conventional approach (solid dark gray) uses the well-established motion detection model EMD as proposed by Hassentstein and Reichardt (1956) and implemented by Meyer et al. (2016) and the center-of-mass average nearness vector (COMANV) algorithm (Bertrand et al., 2015). The hybrid approach uses optic flow as extracted by the sEMD and the COMANV algorithm to determine the collision avoidance direction. All three collision-avoidance approaches estimate a reasonable collision avoidance direction as soon as the robot enters the obstacle corridor. The huge fluctuations in collision-avoidance direction of the fully asynchronous event-based approach (sEMD + WTA, dot-dashed orange line) before and after the obstacle corridor are due to the Poisson noise, which biases the WTA and indicates missing prominent visual input, that is, objects are too far away.

To assess the performance of each of the approaches and make comparison easier, we calculated the collision avoidance direction in image coordinates. Since the robot was remotely controlled and steered in the center of the obstacle corridor with a slight left bias due to the objects’ arrangement (see supplementary information, Figure S1), a reasonable collision avoidance direction would point right along the middle of the obstacle corridor—about the 64th pixel. We rescaled the collision avoidance direction (CAD) to be 0, meaning that the robot would move straight ahead: \( CAD_{\text{rescale}} = 64 - CAD \). A positive collision-avoidance direction indicates that the robot would steer to the left, whereas a negative collision avoidance direction indicates that the robot would steer to the right if it were to be operated in closed-loop.
After the robot starts moving, the sEMD + WTA shows huge fluctuations in its collision-avoidance direction, which are due to the background input activity of the WTA population consisting of a Poisson spike train. As soon as the robot starts entering the obstacle corridor, indicated by the gray box, the estimated collision avoidance direction converges toward zero, with a slight bias toward positive collision avoidance directions. After leaving the obstacle corridor, the noise in the Poisson input again dominates the collision avoidance direction due to missing obstacles in the visual field. The fully conventional approach (solid dark gray line) does not suffer from noisy input or noisy computation; rather, it shows a smooth collision avoidance direction, especially when moving along the obstacle corridor. The maximum difference in collision-avoidance direction between the fully conventional and the fully asynchronous approach is less than 10 pixels. The small bias toward positive collision avoidance directions (i.e., to the left) at the end of the obstacle corridor is due to the different size in the field of view of the DVS and the webcam. While the last object on the right was already at the right border of the visual field of the webcam, the object’s position in the field of view of the DVS was rather more centric (compare Figure 9, last row of the first and second columns). The combination of asynchronous motion perception using the sEMD and the COMANV algorithm shows the best collision avoidance direction, apart from a brief period before entering the obstacle corridor. This big deviation might be due to noise in the visual sensory input stream (see section 2) or to the activity onset of sEMD neurons.

Overall, all three approaches are able to predict a collision avoidance direction that ensures a collision-free navigation path within the obstacle corridor. The collision avoidance direction as extracted by the spiking neural network performs equally well as conventional frame-based approaches, but it is suitable for a neuromorphic implementation based on subthreshold analog circuits. Such implementation offers several advantages, including significant lower power consumption and much higher temporal resolution, while producing a sparse coding of the output. Thus, the fully asynchronous event-based approach might be worth pursuing in the context of closed-loop collision-avoidance in cluttered environments. Closed-loop control systems, which rely on neuromorphic sensory systems, have been proposed, ranging from vision-based pencil balancing (Conradt, Cook et al., 2009) to auditory-based source following (Klein, Conradt, & Liu, 2015). However, post-processing of sensory information was done with conventional CPUs, and the sensor itself was stationary. While tremendous research effort has been put to post-process the sensory information on neurally inspired hardware, such as neuromorphic processors, to model saccadic eye movements and visual attention (Indiveri, 2001; Bartolozzi & Indiveri, 2009; Horiuchi, Bishofberger, & Koch, 1994), the sensor, which was mounted on a stationary pan-tilt unit, was not translating in the environment. In the domain of closed-loop neuromorphic robotic navigation,
application researchers have used either conventional cameras and post-process the sensory information by neuromorphic processors (Hwu, Isbell, Oros, & Krichmar, 2017; Hwu, Krichmar, & Zou, 2017) or neuromorphic vision sensors but postprocessed the sensory information using conventional CPUs (Clady et al., 2014; Indiveri & Verschure, 1997; Hoffmann, Weikerdorfer, & Conradt, 2013; Luber, Biedermann, & Conradt, 2015; Moey et al., 2016). So far, fully neuromorphic (i.e., neuromorphic sensory-processing) closed-loop robotic navigation systems have only recently been shown to work in real-world scenarios (Denk et al., 2013; Galluppi et al., 2014; Milde, Blum et al., 2017). However, these systems rely on hand-engineered features to navigate (e.g., blinking LED or laser pointer) and do not use information about the object’s distance while navigating. While closed-loop implementation is beyond the scope of this letter, we already implemented the sEMD on a SpiNNaker (Furber, Galluppi, Temple, & Plana, 2014) board, and we plan to set up a closed-loop experiment in the future (see supplementary information, Figure S3).

5 Discussion

We have presented the spiking elementary motion detector (sEMD) and its application to the extraction of motion information from event-based vision sensor data. We showed how the mechanism can be simulated with spiking neurons in software, emulated in mixed-signal neuromorphic hardware, and implemented on a digital neuromorphic processor (see supplementary information, Figure S3). We characterized the silicon sEMD neurons and showed that their output reliably encodes time-to-travel. The software implementation revealed that the proposed mechanism can be used to extract a collision avoidance direction in the context of robotic navigation.

The sEMD encodes the time-to-travel of an event traveling across the retina in the absolute number of spikes within a burst and the ISI distribution within a burst. The novelty of the sEMD is twofold. First, we use the sparse bursting behavior of a neuron to provide a fast response lasting less than 10 milliseconds. Second, the sEMD encodes information about the velocity in the first two spikes of the burst (VanRullen, Guyonneau, & Thorpe, 2005; Thorpe, Fize, & Marlot, 1996; Thorpe, Delorme, & Van Rullen, 2001). These two spikes can be used by a network to distinguish fast versus slow motion on a coarse scale in a quick way. In the next 10 ms, an accurate velocity estimation can be obtained from the ISI because the absolute number of spikes within a burst depends ultimately on the time-to-travel (see Figures 6 and 8). This way of encoding the velocity estimation is possible because we modulate the synaptic efficacy based on the precise spike timing. The silicon implementation of the sEMD presented in this work consists of a first prototype comprising 8 cells, designed for testing the functionality of the circuit. Given the very good results obtained, we are now in a position to design a large-scale array of sEMD circuits for building multichip systems suitable...
for autonomous navigation. The design will require a thorough analysis of device mismatch through Monte Carlo simulations to allow the implementation of consistent motion flow estimation within the array.

5.1 State-of-the-Art in Event-Based Optic Flow Estimation. The proposed sEMD mechanism is a correlation-based motion detection scheme that relies on the precise timing of neighboring pixels. It measures the time an event needs to travel across the retina, that is, the time-to-travel. Our goal was to (1) efficiently estimate the time-to-travel from event-based vision sensors and provide a scalable and highly flexible solution by decoupling the estimation from the sensor. In order to optimally exploit the sparsity and asynchronicity of event-based data, we wanted (2) an asynchronous solution that features additionally a distributed and parallel processing scheme with low power consumption and low latencies. To enable a downstream spiking neural network to further process the motion information, we needed (3) an implementation on a mixed-signal neuromorphic processor by estimating the motion using artificial spiking neurons and synapses. Finally, our objective was to (4) build a circuit that can operate on a very fast timescale in order to be used in the context of robotic navigation.

The time-to-travel algorithm was originally proposed by (Kramer et al., 1995). Kramer’s facilitate-and-sample circuit encoded the time-to-travel using a constant voltage level (Kramer et al., 1995, 1997). Furthermore, the temporal edge detector was colocated on the same chip. The constant voltage level does not directly enable a downstream network of spiking neurons to further process this information, and the colocation of pixel and motion detector prevents the system from being scalable without a new chip. Conradt’s (2015) implementation of the time-to-travel algorithm on a microcontroller overcomes the scalability issue by using a separate vision sensor but avoids a neural implementation by calculating the differences between neighboring event time stamps. This implementation also does not address the problem of how to further process the motion estimate in a network of spiking neurons.

Giulioni and colleagues (2016) proposed for the first time an event-driven motion estimation approach, with decoupled sensor and processor, which allows scalability and encoding of time-to-travel in neuronal activity suitable for a downstream spiking neural network. One so-called elementary motion unit (EMU) is implemented with two neurons and two synapses, plus one facilitation neuron that is shared among four EMUs. The time-to-travel is only encoded by the absolute number of spikes and not in the first ISI; thus, their system needs to wait until the respective stop neuron inhibits the direction-selective neuron. In contrast to Giulioni’s work, a single sEMD needs only one neuron, one synapse, and one ASE circuit (three transistors and one capacitor). The sEMD encodes the time-to-travel partially by the number of spikes within a burst of activity; in addition, the ISIs
within a burst of the sEMD increase exponentially, and the first ISI already provides a coarse motion estimate.

In conclusion, this work proposes a novel event-based motion detection scheme, the spiking elementary motion detector. The sEMD circuit requires less silicon area to be implemented compared to other work and encodes the time-to-travel by the absolute number of spikes (providing precision), as well as by the ISI distribution (providing low latency). When a decision has to be made quickly, relative timing of the first two spikes can be used to generate a fast, coarse motion estimate. The motion can then be more accurately estimated over the next 10 ms from the absolute number of spikes within the burst.

5.2 State-of-the-Art Collision Avoidance. Our proposed spiking neural network with the sEMD model implemented to estimate optic flow from an event-based camera and a soft-inverse winner-take-all (WTA) population to estimate a collision avoidance direction works as well as conventional frame-based approaches (Meyer et al., 2016) in an open-loop setting. These results suggest that the proposed approach might also be useful in a closed-loop scenario, as it has been shown already for the frame-based approach (Meyer et al., 2016). However, closed-loop analog neuromorphic sensory-processing systems, in which the spiking activity directly affects the robot’s steering behavior, have only recently been shown to be able to navigate in real-world scenarios (Milde, Blum et al., 2017; Milde, Dietmüller, Blum, Indiveri, & Sandamirskaya, 2017). A digital neuromorphic processor, SpiNNaker, has already been shown to successfully steer a robot and perform target acquisition and following (Denk et al., 2013). These studies used only simple hand-engineered features such as tracking a certain LED’s flickering frequency or counted the number of spikes in certain sub-regions of the visual field to generate histograms, which determined the steering direction of the robot. A logical next step is to incorporate information about the objects’ distance and use relative motion cues to steer the robot. We already implemented the sEMD model on the digital neuromorphic processor SpiNNaker (Furber et al., 2014; see supplementary information, S3) and obtained the first promising real-time sEMD array responses (data not shown). Additionally, it would be ideal to control the robot’s steering with higher resolution than previous approaches. To this end, controlling the motors using pulse-frequency modulation (Perez-Peña, Leñero-Bardallo, Linares-Barranco, & Chicca, 2017), rather than a pulse-width modulation, would allow the network to directly control the robot’s behavior without the need for time-averaging its output. Both real-time sEMD array implementation on SpiNNaker and motor control are subject to ongoing research.

Since mixed-signal neuromorphic sensory-processing systems can by some means interact with their environment (Denk et al., 2013; Milde, Blum
et al., 2017) and were shown to scale up nicely, while maintaining a low power consumption and a small size, these systems represent an interesting alternative to conventional frame-based solutions (Hwu, Isbell et al., 2017; Hwu, Krichmar et al., 2017). Furthermore, in the context of search and rescue operations, small and autonomous robotic agents are desired, since operation and processing time, as well as size, are three crucial constraints (Calisi et al., 2007; Ko & Lau, 2009).

5.3 Sensory-Domain Generalization. The sEMD responds to information inherent in the temporal difference of incoming stimuli. Such an encoding of $\Delta t$ also appears in information processing in the brain, a prime example being the interaural time difference to localize the position of an auditory stimulus (Konishi, 1971; Finger & Liu, 2011).

To test generalization properties of the presented circuit, we connected the two inputs of the sEMD circuit, ASE and DPI, to a dynamic audio sensor (Chan, Liu, & van Schaik, 2007; Liu, Mesgarani, Harris, & Hermansky, 2010; Liu, Van Schaik, Mincr, & Delbruck, 2010). The time difference in incoming spikes originates from the two microphones on the audio sensor. After tuning the biases to fit the dynamic range of incoming stimuli ($10\text{ ns} < \Delta t < 700\mu\text{s}$) the sEMD could encode the input $\Delta t$ into a burst of spikes and, furthermore, the sEMD activity was used to extract the position of a sound source using a network implemented on a SpiNNaker (Furber et al., 2014) board (data not shown).

5.4 Biological Plausibility. Our sEMD model exhibits performances (see Figure 10) similar to those of the well-established frame-based elementary motion detector (EMD) model proposed by Hassenstein and Reichardt (1956) more than 60 years ago. It has been recently shown by Borst and colleagues that many of the original predictions by Hassenstein and Reichardt were found to be valid, and large parts of the neural correlates of the EMD model have been identified in vivo (Mauss, Meier, Serbe, & Borst, 2014; Maisak et al., 2013; Borst & Helmstaedter, 2015). The original EMD model was used to explain motion detection mechanisms in the insect’s visual pathway, which at the level of small local neurons in the peripheral visual system, as in the vertebrates retina, relies to a large extent on graded potentials to convey information. Whilst the classical EMD model explains how to estimate local motion based on graded potentials, it fails to explain how to extract motion from spiking inputs. In contrast, the sEMD model might provide insight into how to extract motion information if the underlying neural code relies on spikes, as are assumed to play a dominant role in the mammalian visual cortex. Here, we presented a biologically plausible solution of how such a computation could be performed using precise spike timing.
5.5 Conclusion. We have shown that our spiking elementary motion detector (sEMD), an event-based temporal correlation detector, can be used to asynchronously compute motion, estimate a collision-avoidance direction, or even localize the source of a sound.
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